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ABSTRACT
The purpose of this study is to critically evaluate value-added 
accountability measures currently enacted in the United States at 
the federal and state levels to assess teacher preparation programme 
(TPP) effectiveness. We draw on Newton and Shaw’s framework for 
the evaluation of testing policy to evaluate the technical quality 
and social acceptability of using K-12 student test scores to assess 
TPP effectiveness. Through six guiding questions, we examine the 
assumptions and arguments that support value-added assessment, 
culminating in overall judgments about the acceptability of 
implementing (or continuing to implement) the testing policy. 
Findings suggest policy-makers may have more pragmatic concerns 
about the efficiency of value-added assessment, while TPPs may 
have more theoretical concerns about the validity of value-added 
assessment. The relevance of this evaluation approach to improving 
policy-related decision-making will also be discussed.

Introduction

Accountability demands for teacher preparation programmes (TPPs) are rapidly expanding 
worldwide (Cochran-Smith, 2013; Conway, 2013; Ell & Grudnoff, 2013; Furlong, 2013). 
More specifically, teacher education in the United States is under increased scrutiny and 
must meet heightened accountability metrics more than ever before (Darling-Hammond, 
2010; Ginsberg & Kingston, 2014; Wilson & Youngs, 2005). Sharp criticisms in the United 
States claim that TPPs1 have failed to prepare teachers to improve student achievement 
outcomes (Crowe, 2010; U.S. Department of Education [USDOE], 2011). For example, it 
is currently common practice within many state educator evaluation systems to link K-12 
students’ standardised test scores to determinations regarding teacher effectiveness (Ehlert, 
Koedel, Parsons, & Podgursky, 2016). All but a few states use some form of a student growth 
measure in evaluating educator effectiveness (Collins & Amrein-Beardsley, 2014). One 
type of methodology, value-added modelling (or VAMs), attempts to measure teachers’ 
impact on student achievement from one year to the next using large-scale standardised 
testing data (Koedel, Mihaly, & Rockoff, 2015). This represents a seismic shift from previous 
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teacher evaluation paradigms that relied almost solely on principal observations of teacher 
performance (Weisberg, Sexton, Mulhern, & Keeling, 2009).

Yet, despite extensive critique of the use of VAMs in measuring teacher effective-
ness (American Educational Research Association [AERA], 2015; American Statistical 
Association [ASA], 2014; Amrein-Beardsley, 2014; Baker et al., 2010; Berliner, 2014; Lavigne, 
2014; Newton, Darling-Hammond, Haertel, & Thomas, 2010; Paufler & Amrein-Beardsley, 
2013; Rothstein, 2009; Schochet & Chiang, 2012),2 over a dozen states plan to use the tech-
nique to examine the efficacy of TPPs in raising student achievement (Sawchuk, 2012). This 
is highly problematic without a more thorough examination and evaluation of associated 
claims.

Therefore, the purpose of this paper is to critically evaluate the value-added account-
ability measures currently enacted at the U.S. federal and state levels to assess TPP effec-
tiveness3 (referenced hereafter simply as value-added assessment). The basic premise of 
all value-added assessment of TPPs is that variance in K-12 student gains on standardised 
achievement tests can be attributed to the quality of teacher training a teacher received when 
other variables are controlled or adjusted. Quantifying the long-term impacts of teacher 
training on K-12 student learning outcomes in this way, however, may risk over-simplifying 
complex interactions (National Research Council, 2010).

It is important to note that we do not attempt to use all of the evidence in support of 
value-added assessment of TPPs; rather, we investigate the problematic assumptions that 
undergird arguments for this testing policy4 (what we are calling a critical evaluation), 
especially those that do not support the technical adequacy or social acceptability of val-
ue-added assessment. As such, this evaluation examines (1) evidence related to the validity 
of inferences from value-added assessment; (2) the relationship of standardised test scores 
to specific decisions about TPP effectiveness; and 3) the potential high-stakes consequences 
for TPPs (such as loss of accreditation and federal funding).

The policy context

Education in the U.S. is primarily funded by individual states. Only about 10% of all K-12 
public school funding comes from the federal government (U.S. Department of Education 
[USDOE], 2012). Despite this small financial role, however, states often rely heavily on fed-
eral competitive grant contributions because of state education budget cuts and increased 
demands for improved student performance (Center on Education Policy, 2011). More 
recently, states have had significant opportunities to apply for additional federal monies and 
have done so, despite the accountability measures attached. For example, as of 2014, the U.S. 
Department of Education (USDOE) awarded nineteen out of fifty states more than $4.35 
billion to spark education reforms, including TPP reform (U.S. Department of Education 
[USDOE], 2014). Known as Race to the Top, this federal competitive grant programme 
required states to commit to improving TPP effectiveness (U.S. Department of Education 
[USDOE], 2009). States were awarded points, amongst other incentives, based on the extent 
to which they linked K-12 student achievement data to teachers and the TPPs in which they 
attended. This is just one way in which the federal government incentivises the way states 
use student growth data to evaluate TPPs (Chiang et al., 2011).

In addition, the United States Congress recently amended federal regulatory policy 
for teacher preparation providers. States are now required to provide data to the federal 
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government on ‘aggregate learning outcomes of PK-12 students taught by new teachers…
using student growth or teacher evaluation measure or both’ for each TPP in the state (20 
U.S.C. 1022d, p. 7). Similarly, new national accreditation standards for TPPs now require 
programmes ‘to demonstrate the impact of their graduates on student learning, class-
room instruction, and employer satisfaction’ (Council for the Accreditation of Educator 
Preparation [CAEP], 2013, p. 13).

Some states plan to use these data for TPP accountability and improvement purposes 
(Coggshall, Bivona, & Reschly, 2012; Crowe, 2010), while other states already publish results 
of value-added assessment for public accountability purposes (Gansle, Burns, & Noell, 
2011; Patterson & Bastian, 2014). Given these implications (as well as many others), a more 
rigorous way in which to evaluate value-added assessment must be explored.

Research on value-added assessment of TPPs

Literature review

To date, research on value-added assessment of TPPs falls into three main topical areas: 
econometric, policy and critical. According to Lincove, Osborne, Dillon, and Mills (2014), 
most econometric-oriented studies on TPP effectiveness test the ability of VAMs to meas-
ure differences in TPP effects using different theoretical models. These studies highlight 
methodological problems and aim to find the best models to fit the data in order to refine 
methodological practice and limit bias; they also typically provide multiple results that 
are sensitive to different model specifications and choices (Boyd, 2006; Boyd, Grossman, 
Lankford, Loeb, & Wyckoff, 2009; Goldhaber, Liddle, & Theobald, 2013; Koedel, Parson, 
Podgursky, & Ehlert, 2012; Mihaly, McCaffrey, Sass, & Lockwood, 2013; Sass, 2011).

Policy-oriented studies, on the other hand, document and report on state programmes 
that measure differences in TPP effects. These studies are based on the assumption that TPP 
effects exist and can be measured (Lincove et al., 2014). They attempt to provide accurate 
public information on TPP quality for accountability and programme improvement pur-
poses (Center for Teacher Quality, 2007; Gansle, Noell, & Burns, 2012; Henry et al., 2011, 
2014; Kukla-Acevedo, Streams, & Toma, 2009; Lincove et al., 2014; Mason, 2010; Noell, 
Gansle, Patt, & Schafer, 2009; Osborne, 2012; Patterson & Bastian, 2014; Plecki, Elfers, & 
Nakamura, 2012; Tennessee Higher Education Commission, 2014).

Finally, in critical-oriented studies, a position on the relationship between TPPs and 
value-added approaches is taken in order to (1) highlight problems conceptually and/or 
methodologically using value-added models to estimate TPP effects, (2) suggest or report on 
alternative TPP effectiveness measures, and (3) inform policy decisions (Amrein-Beardsley, 
Barnett, & Ganesh, 2013; Cochran-Smith, Piazza, & Power, 2013; Cochran-Smith et al., 
2016; Floden, 2012; Ginsberg & Kingston, 2014; Knight et al., 2012; Tatto et al., 2016; 
Zeichner, 2011). In general, these studies aim to draw awareness to concerns about the 
unintended consequences that may result from implementing value-added assessment.

Although these three research areas related to value-added assessment have made sig-
nificant contributions to the teacher education, education policy, and educational measure-
ment fields, there is still a need to examine the theory of action and research evidence that 
supports value-added assessment. In addition, causal links between TPP quality and K-12 
student standardised test scores are complex and have not yet been substantiated (National 
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Research Council, 2010). For example, large-scale standardised tests were designed to assess 
student achievement outcomes, but because test scores are now being used to estimate 
TPP effectiveness, the evidence and arguments used to support the interpretations of K-12 
student test scores for this proposed use must be evaluated (Kane, 2006; Messick, 1989).

Our study adds to already existing research in a unique way by synthesising across the 
three strands of literature in order to evaluate the use of VAMs to estimate TPP effectiveness. 
While there is a wealth of literature evaluating the use of VAMs to assess teacher effective-
ness, the arguments and assumptions undergirding these claims have yet to be thoroughly 
examined in the research on TPP effectiveness. Therefore, we ask two overarching research 
questions to guide this evaluation:

(1)    Is it technically possible to make more accurate decisions about TPP effectiveness 
by using VAMs to incorporate K-12 student test scores into the decision-making 
process?

(2)    Is it socially acceptable to incorporate K-12 student test scores into the deci-
sion-making process about TPP effectiveness? In other words, have all the 
intended and unintended consequences been considered?

In order to evaluate the technical possibilities and social acceptability of this testing policy, 
we use six guiding questions that lead to overall evaluative judgments about the use of 
value-added assessment as a teacher education reform and improvement policy. We con-
clude by describing the relevance of this evaluation approach to improving policy-related 
decision-making, and make recommendations for future areas of research.

Conceptual framework

In our work, we draw on Newton and Shaw’s (2014) framework for the evaluation of testing 
policy. We chose this framework because it includes a range of varying concerns, includ-
ing the technical and consequential evidence related to value-added assessment. Doing so 
provides a holistic evaluation of testing policy based in validity theory. We recognise there 
is an on-going debate in the field over the use of the term validity and what is included (or 
excluded) from a validity evaluation (Baker, 2013; Borsboom, 2015; Cizek, 2015; Kane, 2015; 
Markus, 2015; Moss, 2015; Newton & Shaw, 2015; Shepard, 1997; Sireci, 2015). To avoid 
quarrelling over terminology, we do not discuss validity explicitly, but rather, following 
Newton and Shaw (2014), we situate our work in a comprehensive evaluation framework. In 
constructing this framework, Newton and Shaw (2014) argue that an overarching theory of 
the evaluation of testing policy must consider several dimensions, including: the evaluation 
of measurement, the evaluation of decision-making, and the evaluation of secondary policy 
objectives and side effects (see Figure 1). We use six guiding questions as dimensions in 
order to explore the technical quality and social acceptability of value-added assessment. 
Each dimension is first considered individually, then relationally, in order to derive overall 
judgments.

Technically possible? Evaluating the technical quality of testing policy

The overarching question with regards to the evaluation of technical quality is whether or 
not it is technically possible to make more accurate decisions about TPP effectiveness by 
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incorporating K-12 student test scores into the decision-making process using VAMs. This 
evaluation is based on the premise that the technical quality of value-added assessment 
can be theorised independently of its social acceptability, and that it is important to do so 
in an evaluation (Newton & Shaw, 2014). The purpose of the technical quality evaluation 
is to construct and appraise the arguments and assumptions underlying three claims (see 
Figure 1).

Dimension 1: is it possible to measure the desired attribute using the test?

Many policy reports argue that there should be a positive relationship between the quality 
of a TPP and positive impact on K-12 student learning outcomes (Brabeck et al., 2014; 
CAEP, 2013). It is presumed that higher quality TPPs would tend to produce teachers who 
have a positive impact on K-12 student test scores. While it is hard to argue with the claim 
that TPPs should have a positive impact on K-12 student learning, the flow of impact from 
the quality of teacher training received to K-12 student learning outcomes is much more 
complicated (Diez, 2010; National Research Council, 2010). As a recent statement from 
the AERA (2015) explains:

At first blush, it might seem commonsensical that VAM scores of novice teachers or leaders 
aggregated back to their preparation programs could serve as a basis for comparison. However, 
such use presents further challenges since those teachers and leaders are working in a wide 
range of schools, grades, and districts. Important differences in those settings, including var-
iations in student populations, curricula, class sizes, and resources, as well as in the quality of 

Technical
Quality

Dimension 1

Is it possible to 
measure the desired 
attribute using the 

test?

Dimension 2

Is it possible to make 
more accurate 

decisions using test 
scores?

Dimension 3

Is it possible to 
achieve a range of 

secondary impacts by 
implementing the 

testing policy?

Social
Acceptability

Dimension 4

Is it feasible to 
measure the desired 
attribute using the 

test?

Dimension 5

Is it harmful to make 
decisions using test 

scores?

Dimension 6

Is it fair to achieve 
secondary impacts by 

implementing the
testing policy?

Overall Judgment

Is it acceptable to implement (or continuing implementing) the testing policy?

Figure 1. A framework for the evaluation of testing policy. note. Adapted from newton and shaw (2014).
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induction and mentoring, contribute to differences in educators’ performances and, therefore, 
are confounded with differences in the efficacy of their training programs. (p. 2)

When appraising the technical quality of a testing policy one might raise questions about 
whether it is possible to measure TPP effectiveness using VAMs to incorporate K-12 student 
test scores. For example, in claiming that TPP effectiveness can be measured using K-12 
student test scores, some may assume: (1) there is significant variation between TPPs in 
terms of the teacher effectiveness of programme graduates (i.e. TPP effects exist), and (2) 
if TPP effects exist, they can be isolated from other factors that may bias value-added esti-
mates of TPP effectiveness. In order to evaluate the technical quality of this testing policy, 
we must examine these two assumptions in detail.

Do TPP effects exist?
Some studies find small to no differences in TPP effectiveness across VAM specifications 
(Boyd, 2006; Goldhaber et al., 2013; Koedel et al., 2012; Plecki et al., 2012). In these studies 
much of the variation in TPP effectiveness occurs within programmes, not between pro-
grammes (Koedel et al., 2012). This is significant because it implies that what varies is not 
the quality of teacher training received, but the quality of programme graduates who attend 
each programme. Additionally, some studies find small variation in TPP effects for only 
first-year teachers because TPP effects decay over time and may be conflated with in-service 
teacher training (Boyd, 2006; Goldhaber et al., 2013). Given these findings, which are a 
small subset of a much broader literature base, assumptions related to the existence of TPP 
effects can and should be challenged.

Can TPP effects be isolated?
The second major assumption is that TPP effects can be isolated from other factors that 
may bias value-added estimates of TPP effectiveness (Baker et al., 2010; Berliner, 2014; 
Rothstein, 2009). There are, however, numerous nonrandom factors that do not allow TPP 
effects to be isolated (Meyer et al., 2014). For example, the recruitment and selection of 
teachers into and out of TPPs is a complex endeavour. There are inherent differences in 
teacher applicants including varying personal characteristics, ability, and experience lev-
els that may be natural and have nothing to do with the programme they choose or the 
programme quality. In other words, some TPPs may seem more effective because they are 
able to attract higher quality teacher candidates through more rigorous recruitment and 
selectivity procedures (Boyd et al., 2009). In addition, teacher applicants may apply to and 
attend a TPP for specific reasons, including: geographic convenience, price point, and rep-
utation of the programme. Furthermore, an interaction might exist between an applicant’s 
ability level and a TPP’s selection criteria, which could bias TPP effects and threaten the 
validity of TPP effect estimates.

Not only is it nonrandom how teachers enter programmes, it is also nonrandom how 
teachers enter teaching positions and schools/districts (Mihaly et al., 2013). There are many 
factors that influence where a teacher ends up teaching that are nonrandom, including: type 
of TPP attended (Amrein-Beardsley et al., 2013), geography (Mihaly et al., 2013), and even 
labour market complications (Floden, 2012). Researchers in one state, for example, found 
value-added assessment not feasible in part because ‘schools tend to hire disproportionately 
from a single TPP’ (Kukla-Acevedo et al., 2009, p. 15).
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One of the most common critiques of VAMs is the nonrandom sorting of students 
to classrooms (Berliner, 2014; Koedel & Betts, 2009; Paufler & Amrein-Beardsley, 2013; 
Rothstein, 2009). This is when students are placed into classrooms and with teachers for 
particular reasons that are not under the teacher’s control. There is no evidence to date that 
these nonrandom student placement effects can be statistically mitigated – ‘only imper-
fectly and with an unknown degree of success’ (AERA, 2015, p. 2). Student placement may 
bias TPP effects and is a potential threat to the validity of TPP effect estimates. In sum of 
dimension 1, there is no clear evidence that it is technically possible to use value-added 
assessment to estimate TPP effectiveness.

Dimension 2: is it possible to make more accurate decisions using test scores?

Another question that appraises the technical quality of the testing policy relates to the 
primary ways in which the test scores will be used to make consequential decisions. For 
example, ‘Is it possible to make more accurate decisions about TPP effectiveness for programme 
accountability and/or programme improvement purposes using VAMs to incorporate K-12 
student test scores?’ Programme accountability focuses on the summative, high-stakes use 
of data to compare or rank TPPs in order to make decisions regarding federal funding, 
state approval and/or programme reaccreditation. Programme improvement, on the other 
hand, focuses on the formative, low-stakes use of data to inform TPP inquiry and curric-
ular redesign. Decision-making related to programme accountability assumes that TPP 
effect estimates are accurate; whereas, decision-making related to programme improvement 
assumes that TPP effect estimates supply useful and relevant information. In either case, 
these embedded assumptions need to be critically examined.

Do TPP effect estimates provide accurate, useful, and relevant information?
Any testing policy that uses test scores for programme accountability relies on human 
judgement in deciding what data are used and how those data are analysed and reported. 
There are several, distinct decisions that must be made when using value-added assessment 
(Henry, Kershaw, Zulli, & Smith, 2012). First, the selection of teachers, students, subjects, 
and years of data must be made. For example, when selecting teachers to include in the 
model (e.g. minimum number of teacher graduates used; first year teachers only versus 
teachers within their first five years of teaching), the results can vary greatly. Also, a deci-
sion must be made regarding the methods for estimating teachers’ effects on student test 
score gains. For example, if a two-stage VAM is used that allows teacher training effects 
to decay over time versus a one-stage VAM that does not, some teachers may erroneously 
be deemed more effective than others. Finally, a decision must be made about the way in 
which TPP effect estimates are reported for public consumption. Some states, for instance, 
report in quintiles while others report in continuous values (Lincove et al., 2014). Reporting 
decisions can greatly affect public interpretation of TPP effectiveness. In essence, there are 
evaluative judgments when using value-added assessment to estimate TPP effectiveness. 
Decisions related to selection, methods, and reporting can (and do) affect the accuracy of 
information used in accountability practices because different choices lead to very different 
policy implications (Lincove et al., 2014).

Another assumption is that TPP effect estimates supply useful and relevant information 
for programme improvement purposes. For example, TPPs are looking for information 
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that is useful to and relevant for data-informed programme improvement; however, TPP 
effect estimates do not provide feedback on programme elements, thereby giving no explicit 
guidance to direct programme improvement (Floden, 2012; Mihaly et al., 2013; Plecki et 
al., 2012).

In dimension 1 there was no clear evidence that it is technically possible to estimate 
value-added effects for TPP accountability purposes. In this dimension, the evidence also 
suggests that making more accurate decisions about TPP effectiveness using student test 
scores does not result from this testing policy. This severely limits the utility, propriety, and 
credibility of value-added assessment.

Dimension 3: is it possible to achieve secondary impacts through the testing policy 
implementation?

A final question that evaluates the technical quality of the testing policy relates to the second-
ary impacts of the test scores: ‘Is it possible to achieve a range of secondary impacts through 
the testing policy implementation?’ Secondary impacts go beyond the stated purpose of the 
policy and can include a variety of intended impacts. In evaluating value-added assessment, 
for example, increasing the ability of principals to select better teachers when hiring could be 
one intended secondary impact. However, there are inherent assumptions within the claim 
that TPP effect estimates can provide auxiliary benefits. For example, do school districts 
and states currently lack adequate information for secondary decision-making? Would 
value-added estimates provide critical information that school administrators and states 
could use to improve the overall quality of teacher candidates and the teacher workforce? 
These assumptions are explored below.

Is there a current lack of adequate information and provision of critical information?
One assumption is that school districts and states do not currently have adequate informa-
tion to improve the overall quality of teacher candidates and the teacher workforce without 
using value-added assessment. With regard to school districts, principals currently base 
hiring decisions on a combination of factors such as education, certification, experience, 
personal characteristics, and recommendations. Some school districts also require job 
candidates to teach a lesson in order to evaluate their teaching practices. However, it is by 
no means clear that school districts have either inadequate information that is impeding 
their ability to hire high-quality teachers or that TPP effect estimates are even relevant to 
a particular job candidate. In some ways this information may be more confusing than 
clarifying. For example, if a TPP graduate is interviewing for a job and the principal looks 
up his/her TPP rating based on other graduates’ K-12 student test scores, the principal then 
enters into a situation where they have to figure out how to weigh the relative worth of that 
information versus the information supplied by the teacher candidate themselves in their 
resume, interview, and letters of recommendation. Furthermore, if a teacher candidate is 
denied a job (or even an interview) because of their programme’s poor ranking, the evidence 
suggests that that decision would be in error as most of the variation in teacher effectiveness 
occurs within rather than between programmes (Koedel et al., 2012).

In synthesising across the first three dimensions, there is limited evidence that supports 
the technical possibility of (1) estimating TPP effects, (2) making more accurate decisions 
about TPP effectiveness, or (3) achieving a range of secondary impacts by implementing 
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the testing policy. Given the limited technical support of value-added assessment, one may 
decide that the testing policy should be discarded. According to Newton and Shaw’s (2014) 
framework, however, an evaluation of the testing policy’s social acceptability and appropri-
ateness should also be conducted in order to arrive at an overall judgement.

Socially acceptable? Evaluating the social appropriateness of testing policy

In addition to considering technical possibilities, social acceptability should also be con-
sidered because a high-quality mechanism for measuring TPP effectiveness may be tech-
nically possible, but it may still not be socially appropriate. Social acceptability includes the 
appraisal of the intended and unintended social consequences of the applied testing policy 
(Messick, 1989).5 Therefore, when considering social acceptability there is not one right or 
wrong answer. Instead, speculation and claims based on probable consequences can and 
should be considered. Although social value cannot be theorised independently of tech-
nical quality, an evaluation of a testing policy cannot ignore potential social implications, 
whether they are intended or not.

And yet an issue arises in examining the social acceptability of value-added assessment 
because currently there is limited empirical research on social impacts related to the testing 
policy. The fact that there is very limited research that evaluates the social acceptability of 
value-added assessment policies in practice requires a broader view of related policies. 
Policies do not operate in isolation. They are often related to, and built upon, other policies 
and there are often several iterations of a policy in a variety of contexts. This is especially 
true of value-added assessment. The same critiques of teacher evaluation policies that use 
VAMs could also be applied here. Also, in this paper, we use another approach to investi-
gating the social acceptability of this testing policy; we highlight the social critiques made 
in the value-added assessment literature using three evaluative criteria. Although there 
may be various considerations when evaluating a testing policy, we highlight three central 
questions related to feasibility, harm, and fairness.

Dimension 4: is it feasible to measure the desired attribute using the test?

The longitudinal data systems necessary to support value-added assessment are complicated 
and expensive. Background demographic information for each student, as well as each stu-
dent’s test results, must be linked with individual teachers. Some states, incentivised in part 
by Race to the Top funds, are developing longitudinal data management and data collection 
systems, but many other states do not yet have the capacity to link students to individual 
teachers to even calculate value-added estimates (Kukla-Acevedo et al., 2009; Webber et al., 
2014). For example, one state conducted a pilot project to assess the feasibility of statewide 
TPP evaluations and found, for a variety of reasons including data challenges, that it was 
not feasible to assess TPPs using K-12 student test scores (Kukla-Acevedo et al., 2009). 
Additionally, some TPPs simply do not produce enough graduates in the tested grades and 
subjects to allow estimates to be calculated because of the minimum sample size needed. 
As a result, the use of K-12 student test scores to calculate TPP effect estimates is emerging 
(Gansle et al., 2015), but not yet feasible at the present time in many states.



10   C. M. EVANS AND J. C. LEE

Dimension 5: is it harmful to make decisions using test scores?

A discussion of harm when considering the consequences of a testing policy may highlight 
ethical notions of ‘doing good to others’ and ‘doing no harm’ (Evans, Caines, & Thompson, 
2016). For example, with regard to value-added assessment, what consequences may occur 
if the information provided to the public, potential employers and policy-makers about 
TPP effectiveness is so dependent upon choices made in the policy context? What harm 
might result to TPPs and their graduates if programmes are misclassified as low performing 
when they are not? In other words, would individual teachers and programmes experience 
‘harm’ as a result of incorrect, misleading, and unreliable information on their effectiveness?

 The technical evaluation of this testing policy revealed how different model specifi-
cations can lead to very different classification ratings (Koedel et al., 2012; Lincove et al., 
2014; Mihaly et al., 2013). This can harm TPPs because decisions about cut scores and 
performance levels impact how many TPPs are labelled as low performing. For example, 
in one study that investigated the sensitivity of TPP effect estimates to cut score decisions, 
seventeen TPPs were identified as low performing in one scenario, but using an alternative 
scenario only four TPPs were low performing – a shift in classification ratings for 20% of the 
programmes in the study. Additionally, in some states, alternative certification programmes 
(programmes in which programme completers have been teachers of record for 1–3 years 
before they complete their programmes) are compared to university-based TPPs (Gansle 
et al., 2011). However, because full-time teaching has a significant influence on teacher 
effectiveness (Plecki et al., 2012), it should come as no surprise that in states that compare 
alternative programmes directly to university-based TPPs, alternative programmes generally 
produce higher programme effect estimates. Harm may result to programmes from such 
unfair comparisons.

Therefore, not only is value-added assessment currently not socially appropriate because 
it is not feasible to implement (dimension 4), but also because the variability in TPP effect 
estimates (based on human decisions) can affect the acceptability of the testing policy 
(dimension 5). For example, decisions about cut scores and performance levels, the inclu-
sion of alternatively certified teachers in the sample, and other decisions related to model 
specification creates a situation in which it may be impossible to ‘do good’ and ‘do no harm’ 
at the same time.

Dimension 6: is it fair to achieve secondary impacts through the testing policy 
implementation?

 Fairness is a ubiquitous term that encompasses a number of concerns and can be exam-
ined from multiple disciplinary perspectives (Caines, 2013; Evans, 2015). Fairness is a 
fundamental issue in testing and includes the ways in which test scores are reported and 
used, as well as the consequences of test use (American Educational Research Association 
[AERA], American Psychological Association [APA], & National Council on Measurement 
in Education [NCME], 2014; Caines, Bridglall, & Chatterji, 2014). However, fairness is hard 
to quantify and difficult to unequivocally prove (or disprove). It is also difficult to prove that 
secondary decisions related to a testing policy are unfair because the relationship between 
the use of test scores and the decision are indirect.
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Given these complex relationships, it is important to examine the potential unintended 
secondary impacts that may result from secondary decisions that rely on TPP rankings or 
effect estimates. Findings from this policy’s technical evaluation suggest a few key unin-
tended secondary impacts. First, there is the suggestion that principals can actually use the 
TPP rankings or effect estimates supplied from value-added assessment data to inform their 
selection of ‘better’ teachers when hiring. However, using TPP rankings or effect estimates 
for hiring decisions may be unfair because there are highly effective teachers (as measured 
by student test scores) that graduate from every TPP if more variability occurs within pro-
grammes rather than between programmes (Koedel et al., 2012). Additionally, if TPPs are 
held accountable through public postings of their ranking and compared to other TPPs in 
the state (or nationally), admissions to certain TPPs would likely diminish. Given the desire 
to achieve secondary impacts alongside questions related to fairness, implementation of 
this testing policy may be problematic.

In synthesising across the dimensions of the testing policy evaluation framework, it 
becomes clear that there are critical unanswered questions about the technical quality and 
social acceptability of value-added assessment. There is no clear evidence that value-added 
estimates are accurate or stable over time, which compromises their use in high-stakes 
decisions (dimensions 1–3). Furthermore, there are concerns about the feasibility, potential 
harm, and underlying fairness related to the use of K-12 student test scores to assess TPP 
quality (dimensions 4–6). Stakeholders on both sides must weigh all claims and evidence 
in order to derive an overall judgement about implementing (or continuing to implement) 
the testing policy.

Overall judgement

Although examining individual dimensions related to technical quality and social accepta-
bility of a testing policy is necessary, it is only the initial step. Where do decision-makers 
and stakeholders go from here? In other words, how should one determine an overall judge-
ment regarding this testing policy? One approach is to synthesise across all the dimensions 
holistically in order to derive an overall judgement.

Oftentimes, real-world, discrete choices must be made regarding a testing policy (Newton 
& Shaw, 2014). Questions may arise regarding the propriety, feasibility, utility, and accuracy 
of the testing policy that may give decision-makers doubts and cause a re-examination of 
implementation plans. These scenarios may call for an overall evaluative judgement that 
must be binary – yes (implement the testing policy) or no (do not implement or continue 
to implement the testing policy). In order to make this overall evaluative judgement, the 
technical and consequential evidence is synthesised and an argument is constructed that 
concludes it is either acceptable or not acceptable to use VAMs to calculate TPP effect 
estimates.

There is also another approach to determining an overall judgement regarding this testing 
policy. There may be a range of different arguments about the quality and value of a testing 
policy from different stakeholder perspectives (Newton & Shaw, 2014). For example, TPPs 
may have a different perspective on the quality and acceptability of value-added assessment 
in comparison to federal or state policy-makers. Therefore, a continuous approach allows for 
divergent perspectives along a spectrum for both technical quality and social acceptability. 
Because no testing policy will ever be perfect in an absolute sense, conceptualising quality 
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and acceptability as points on a continuum highlight differences in underlying values, 
assumptions, and perspectives that shape overall judgments.

Additionally, overall judgments are often contextualised within the proposed purpose 
and use of the testing policy. For example, a testing policy used for a low-stakes purpose 
(e.g. programme improvement) is very different than a testing policy used for a high-
stakes purpose (e.g. programme accountability). Although use can be considered within 
other dimensions within the framework (Newton & Shaw, 2014), we structure the overall 
judgments around perspective and use given the context of value-added assessment and 
its current applications within TPP accountability.

Policy-maker perspective

Based on the premise that teachers have the single largest impact on student achievement 
than any other school-based factor, identifying effective teachers has become the key to 
large-scale education reform in the United States (Bill & Melinda Gates Foundation, 2013; 
Gordon, Kane, & Staiger, 2006; Rivkin, Hanushek, & Kain, 2005). At the same time, there 
is a general dissatisfaction with the perceived ineffectiveness and quality of some teachers 
and TPPs (Levine, 2006; USDOE, 2011), as well as teacher evaluation methods (Weisberg 
et al., 2009). Therefore, policy-makers may attempt to address these concerns by examining 
the ways in which teachers are prepared, especially through holding TPPs accountable for 
the ‘success’ of their graduates in positively influencing student achievement on large-scale 
standardised tests (Hamel & Merz, 2005; USDOE, 2011).

State and federal policy-makers who experience pressure to improve student achieve-
ment outcomes may be less concerned about the absolute technical accuracy and precision 
of TPP effect estimates. Instead, policy-makers may have more pragmatic concerns about 
the efficiency of value-added assessment as a means for achieving certain ends. Due to 
the limited empirical research available, policy-makers may judge the quality and value 
of value-added assessment in terms of the policy’s overall likelihood that it will positively 
impact TPP programme quality and K-12 student learning outcomes, especially in com-
parison to current measures. As a result, some policy-makers may argue for value-added 
assessment simply because it is the only outcome measure of TPP quality that actually 
uses student achievement data. Other outcome measures such as pass rates on certification 
exams, surveys of programme graduates and/or principals, and attrition/retention rates do 
not include K-12 student outcomes. And yet, this still leaves open the extent to which val-
ue-added assessment is used for high-stakes purposes (e.g. accreditation, public disclosure, 
and federal/state accountability) or low-stakes purposes (e.g. programme improvement).

Acceptability of low-stakes use
Because some studies have found that it is possible to differentiate between TPPs based on 
value-added effect estimates, even if those effects may be quite small (Boyd, 2006; Goldhaber 
et al., 2013; Koedel et al., 2012; Plecki et al., 2012), policy-makers may view value-added 
assessment as having adequate technical quality for the intended purpose of acting as a 
signal that something may be problematic. In other words, policy-makers may believe it is 
acceptable to implement (or continue implementing) value-added assessment because the 
measure may signal possible concerns around TPP quality that then could be put into the 
hands of TPPs to investigate further. In this case, results would not be used for high-stakes 
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purposes because policy-makers may be concerned about how decisions made in the pol-
icy context could lead to the misclassification of some TPPs as ineffective when they are 
actually effective (e.g. Lincove et al., 2014). Instead, results would be provided only to TPPs 
who would then act on the information, as they deem appropriate. In making this overall 
judgement, policy-makers would support the use of value-added assessment as just one 
piece of evidence that TPPs could use to help assess the quality of their own programmes.

Acceptability of high-stakes use
Other policy-makers may arrive at a different overall judgement after weighing the relative 
risks of adopting this policy for high-stakes purposes. For example, protecting TPPs from 
unjust harm (i.e. misclassification) is important, but so is protecting schools and students 
from TPPs who year after year inadequately prepare teachers. One might argue that a 
student’s right to equal educational opportunity is at stake if ineffective TPPs are allowed 
to continue churning out ineffective graduates who may cause ‘harm’ to students. In this 
case, policy-makers may argue for value-added assessment because there is a high social 
value and acceptability in prioritising the needs of students above the needs of institutions. 
This may be preferable because it allows the risk of harm to potentially affect institutions 
more than students.

Additionally, policy-makers may view value-added assessment as one of multiple meas-
ures used to evaluate TPP quality with each measure exhibiting limitations. As a result, they 
may argue that as long as data collected from other measures (e.g. attrition/retention rates, 
observational protocols, and/or satisfaction surveys of graduates and employers) all point 
in the same general direction, then the high-stakes use of these measures is acceptable and 
appropriate.

TPP perspective

In many instances, TPPs are going to have a different perspective from most federal or state 
policy-makers on the use of value-added assessment for accountability purposes (Cody, 
2014; Falk, 2014; University of Georgia College of Education, 2015). The reputation and 
future existence of TPPs may be at stake in the assessment of TPP effectiveness using VAMs 
to incorporate K-12 test scores. TPPs, therefore, may not only be concerned about the tech-
nical quality of the measure, but also the unintended consequences of the testing policy. 
TPPs may also have more theoretical concerns about the ability of value-added assessment 
to fulfil its intended purpose.

At the same time, TPPs may recognise that there is public concern about the quality and 
preparedness of the educators they recommend for state certification and licensure (Darling-
Hammond, 2010). In response to this public concern, and in response to federal and state 
policy-makers who are advocating for value-added assessment, TPPs may be ‘caught in a 
vise’ (Ginsberg & Kingston, 2014, p. 4). On the one hand, TPPs desire to strengthen internal 
review processes in order to provide the public and policy-makers with evidence as to the 
quality of their programmes (Wineburg, 2006). And yet, on the other hand, TPPs may totally 
disagree with the external measures proposed (such as value-added assessment) because 
of concerns over misuse and error (e.g. University of Georgia College of Education, 2015). 
In other words, there may be a fundamental disagreement about how best to measure the 
quality of TPPs. The degree to which TPPs would argue this testing policy is acceptable to 
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implement (or continue implementing) depends upon the stakes attached to the policy and 
the relative weighting of VAMs in the overall assessment of TPP quality.

Acceptability of low-stakes use
Most of the criticisms of value-added assessment by TPPs relate to the high-stakes use of 
the testing policy rather than the low-stakes use (Cody, 2014; Falk, 2014; Shoffner, 2014; 
University of Georgia College of Education, 2015). TPPs are often concerned about the 
ability of an accountability policy to accurately portray the quality of a TPP and also provide 
useful information for programme improvement (Zeichner, 2011). For example, the risk 
of misclassifying TPPs as ineffective when they are actually effective may pose concerns 
around accuracy (Koedel et al., 2012; Mihaly et al., 2013). Additionally, there are significant 
social concerns around fairness and harm, particularly because models are highly sensitive 
to decisions made in a policy and accountability context (Lincove et al., 2014). Finally, even 
though TPP effect estimates could be used by TPPs as one piece of evidence that helps 
assess the quality of their programme, the information provided by the measure is not very 
helpful. The results are simply not fine-grained enough to provide meaningful information 
that TPPs can use to restructure or identify specific aspects of their programmes that need 
to be changed (Zeichner, 2011).

Acceptability of high-stakes use
Because of the likely unintended consequences that would result from the high-stakes use 
of such a low-quality mechanism, TPPs would likely judge this testing policy as having 
high negative value. For example, because the preponderance of evidence suggests that 
(1) there is small to no variation between TPPs using value-added assessment; (2) any 
variation that exists is potentially biased by three significant nonrandom factors; and (3) 
there is more variation within programmes than between programmes, concerns about 
the technical quality and social acceptability of this testing policy have surfaced from both 
within (University of Georgia College of Education, 2015) and outside (Blaine, 2014) teacher 
preparation. Additionally, because many professional associations have already issued state-
ments that warn against the use of VAMs for making high-stakes decisions about teachers 
(ASA, 2014; National Association of Secondary School Principals [NASSP], 2014), why 
would it be acceptable to take one more step and use VAMs to make high-stakes decisions 
about institutions that prepare those teachers, especially without further research on their 
appropriate use (AERA, 2015; Cody, 2014)? In the end, TPPs may think it is simply not 
socially acceptable to use VAMs to incorporate K-12 test scores into the decision-making 
process about TPP effectiveness.

Conclusion

Given the intensified focus on teacher quality as a lever for increasing student achievement, 
teacher education as a field is facing increased scrutiny and higher standards worldwide. 
We chose the United States as a context in which to examine policies that flow from this 
scrutiny because policies that incorporate the use of VAMs to assess the effectiveness of TPPs 
are currently enacted at the federal and state level. Also, although in other contexts there 
may be other variables that violate the assumptions that undergird value-added assessment 
(such as extensive out-of-school coaching and cram schools), in the United States there 
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is an expected relationship between TPP quality and K-12 student achievement outcomes 
regardless of confounding factors. To avoid misinformed policy judgments, a critical evalu-
ation is necessary. In the context of value-added assessment of TPPs, however, research that 
may inform policy decisions is extremely limited. In response, we conduct this evaluation 
to examine the technical quality and social acceptability of value-added assessment to aid 
in better policy-related decision-making.

When considering value-added assessment, there should be an evaluative process that 
is comprehensive, unbiased, and context-sensitive, as well as based on the goal or purpose 
of the testing policy. Additionally, the complicated nature of decision-making requires 
flexibility and thoughtfulness in evaluating testing policies that reflect ‘top down’ mandates, 
especially when they are an extension of a previously contentious testing policy.

In this paper, we demonstrate how one could use a testing policy evaluation framework 
to examine the use of VAMs in estimating TPP effectiveness. For example, our first research 
question (and the first three dimensions of the testing policy evaluation framework) relates 
to the technical quality of value-added assessment. We examine the research literature 
to determine the extent to which it is possible to measure a TPP’s effect on K-12 student 
learning outcomes. We also evaluated if it is possible to make more accurate decisions about 
TPP quality using K-12 student test scores. We found that in general the research literature 
does not support the argument that TPP effects exist or that they can be isolated from 
other factors that may bias estimates. We also found that because value-added estimates of 
TPP effects are not completely accurate or unbiased it is difficult, if not impossible, to base 
decisions about programme quality or teacher candidate quality on value-added estimates.

Our second research question focuses on the social acceptability of the intended uses 
and interpretations of value-added estimates for TPP accountability purposes. We found 
that there are many unanswered questions about the feasibility, unintended harm, and 
overarching fairness of implementing (or continuing to implement) value-added assess-
ment policies. However, various stakeholders from policy-makers to TPP administrators 
still must evaluate the claims and evidence about value-added assessment and derive their 
own overall judgement about acceptability of policy implementation.

We hope that this example may provide various stakeholders with the means to evaluate 
the technical and consequential evidence presented about any particular testing policy. 
By looking at the same evidence from various perspectives, we also hope to highlight the 
way in which assumptions and arguments are often forwarded within a policy context. For 
example, TPPs could use this type of framework to challenge prevailing notions about the 
relationship between student achievement and TPP effectiveness. Also, policy-makers who 
attempt to address public concerns about TPP quality could use a critical evaluation frame-
work to counter the consequential use of controversial testing policies. Likewise, assessment 
professionals’ writ large could use this testing policy evaluation framework when examining 
the claims, assumptions, and arguments related to a particular policy.

In thinking about next steps, researchers could continue to explore the methodological 
problems with value-added assessment including year-to-year stability of TPP effect esti-
mates and the relative weight that value-added assessment should play in TPP evaluations. 
There are many more questions, however, to explore beyond simply the statistical proper-
ties and technical quality of value-added assessment. Various stakeholders especially may 
have questions that relate to the impacts of currently implemented value-added assess-
ment policies that future research could address. For example, what are the impacts on the 
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relationships between teacher educators, programme graduates, and principals when K-12 
student test scores are used to measure TPP effectiveness? What are the impacts on teach-
ing and learning when programme graduates know their TPPs ranking or effect estimate 
depends at least in part on their ability to increase their students’ test scores? What are the 
impacts on TPPs who must decide every year who to admit into the programme when they 
know their future effectiveness will reside in the effectiveness of the programme graduate? 
While there is no need to start from scratch in answering these questions, there is definitely 
a need to empirically investigate the intended and unintended consequences of VAMs in 
estimating TPP effectiveness. Until researchers have time to catch up to these types of testing 
policy reforms, it is critical that policy-makers proceed with caution.

Notes

1.  Throughout this paper, TPPs are defined as state-approved programmes or courses of study 
that lead to an initial teaching credential (U.S. Department of Education [USDOE], 2013).

2.  There is extensive literature available on value-added modelling and related critiques. This 
is, however, outside the scope of our paper. We refer readers to the reference list in Amrein-
Beardsley (2014).

3.  In this paper, we define TPP effectiveness as the outcomes of TPP quality with K-12 student 
learning as the primary focus. Although this is our focus, the evaluation of TPPs can be 
conducted from other related angles: positive impact on teacher candidates and positive 
impact on teacher workforce. We refer readers to (Brabeck et al., 2014; Cochran-Smith, 
2005; Feuer, Floden, Chudowsky, & Ahn, 2013; National Research Council, 2010; Wilson 
& Youngs, 2005).

4.  Hereafter, when we refer to ‘this testing policy’ we are referring to the use of VAMs to 
incorporate K-12 student standardised test scores to estimate TPP effectiveness.

5.  In line with Newton and Shaw’s (2014) framework for the evaluation of testing policy, we use 
the term ‘social acceptability’ rather than ‘social consequences’. However, social acceptability 
includes an appraisal of the (un)intended consequences of a testing policy.
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